**1. (True/False) A linear classifier can only learn positive coefficients.**

True

**False**

**2. (True/False) In order to train a logistic regression model, we find the weights that maximize the likelihood of the model.**

**True**

False

**3. (True/False) The data likelihood is the product of the probability of the inputs x given the weights w and response y.**

True

**False**

**4. Questions 4 and 5 refer to the following scenario.**

**Consider the setting where our inputs are 1-dimensional. We have data**

![](data:image/png;base64,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)

**and the current estimates of the weights are w0 = 0 and w1 = 1. (w0: the intercept, w1: the weight for x).**

**Calculate the likelihood of this data. Round your answer to 2 decimal places.**

0.31

0.23

**5. Refer to the scenario given in Question 4 to answer the following:**

**Calculate the derivative of the log likelihood with respect to w1. Round your answer to 2 decimal places.**

0.37

**6. Which of the following is true about gradient ascent? Select all that apply.**

**It is an iterative algorithm**

It only updates a few of the parameters, not all of them

**It finds the maximum by “hill climbing”**